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Abstract
Real-time decoding of quantum error correction codes is one of the
important steps in achieving fault-tolerant quantum computing.
The error rate of physical qubits is currently too high to allow the
execution of complex applications. To overcome this issue, multiple
physical qubits are grouped into a logical qubit. The logical qubit
error rate is dependent on the ability to decode and correct errors in
the multiple physical qubits encoding one logical qubit. Although a
wide range of encoding approaches is possible, the surface code is
the most common encoding algorithm. Decoding must be done in
real-time to avoid an increasing backlog of errors. Different decod-
ing algorithms have been developed, such as minimum weight per-
fect matching, union-find and neural networks. Our work focuses
on the latter approach, proposing an implementation of a graph
neural network (GNN), able to decode the surface code up to code
distance 𝑑 = 7. We present CPU-, GPU- and FPGA-accelerated im-
plementations and compare them in terms of latency, accuracy and
power. The FPGA implementation, the only hardware-accelerated
solution that can achieve real-time decoding, is additionally com-
pared to the HDL implementation obtained with the GNNBuilder
framework.
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• Computer systems organization→ Quantum computing.
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1 Problem Statement
Quantum computers have the potential to speed up the resolution
of complex problems in multiple fields, such as developing new
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chemical compounds [17] or evaluating the physical properties of
new materials [4]. While classical computers base their computa-
tions on bits, whose values can only be 0 or 1, quantum computers
are based on qubits. A qubit value is defined in a two-dimensional
complex vector space spanned by the basis vectors |0⟩ and |1⟩, as a
probability of being either zero or one:

|𝜓 ⟩ = 𝛼 |0⟩ + 𝛽 |1⟩ , (1)
with 𝛼 and 𝛽 being probability amplitudes, such that |𝛼 |2 + |𝛽 |2 = 1.
This principle of superposition, together with the related principle
of entanglement for multiple qubits allows to map more easily mul-
tiple optimisation problems and NP problems as quantum circuits,
and therefore speed up their execution compared to the classical
approach [18].

The maximum complexity of the problem we can solve is limited
by the size of the quantum circuits that the quantum computer can
run. The two main factors affecting this are the number of qubits
and their lifetime. While the former is constrained mainly by the
manufacturing capabilities, the latter is limited by the maximum
time after which the qubit value is no longer reliable, as it has
collapsed to either 0 or 1. This time is defined as the lifetime of the
qubit, and it is technology-dependent. To improve this, there is a
need to have quantum error correction [10].

As in the classical world, there are multiple quantum error correc-
tion codes, the most common one is the surface code [11]. Multiple
physical qubits are used to form a single logical qubit, with an over-
all logical error rate lower than the individual qubits’ physical error
rate. The physical qubits are measured, a graph is built out of the
readings, and it must be decoded before the next measurement, in
the case of surface code for superconducting qubits [12], this takes
1 µs [1]. This introduces a heavy constraint on the available decod-
ing time, which needs to be respected to have real-time quantum
computer quantum error correction.

2 Methodology
The methodology followed is experimental research. We need to
evaluate quantifiable metrics such as latency, resource utilisation
and accuracy to compare different implementations with the state
of the art. We are designing experiments such as parametric explo-
rations of different architectures, we compare them by the previ-
ously described metrics, and our methodology focuses on repro-
ducibility, measurement and comparative analysis.

It is the most suitable method as we can isolate the effect of
our design choice from the variation in the experiment set-up, by
keeping the dataset and model constant across implementations,
using the same toolchain and target frequency, and using the same
way of measuring the latency. The inference latency is considered
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as the time to process a single graph, from input to output, and the
resources considered for the utilisation are the logic element, DSP
blocks and on-chip memory consumption reported by the synthesis
tool. The set-up time of the decoder, such as weight loading is
excluded as long as it is input dependant, and therefore it only
needs to be executed once at start-up time.

3 Research setting
As mentioned previously, the biggest constraint for a real-time
quantum error correction is the maximum decoding time. To avoid
a backlog of decoded syndromes, it is necessary to process each
error correction cycle before the next measurement is available.
Using a high-performance computer or considering unlimited com-
putational resources is not possible, as the decoding should be done
physically close to the quantum chip, to avoid having a too long
delay in the physical communication between the chip and the
decoder, which sometimes can even be longer than the total time
allowed to execute the decoding itself. The main research question
is finding a scalable, run-time, as accurate as possible quantum
error correction code and decoder.

My research focuses on investigating with a top-down approach
the combination of code and decoder, and the optimal implementa-
tion in hardware of the latter. Starting from the top level, there are
multiple quantum error correction codes, with varying accuracy,
complexity, and scalability. Each code can be decoded with multiple
types of algorithms, each one of them also with varying degree of
accuracy, complexity, and scalability. Lastly, their implementation
in hardware needs to achieve the wanted latency and this is done
through a design space exploration of possible hardware optimiza-
tions. The scalability of the decoder determines the maximum size
of the code or the number of logical qubits that can be decoded in
real-time. Increasing the size of the code leads to a lower logical
error rate, if the physical error rate of the single qubit is lower than
the code-dependent threshold [1]. To summarise, our research is
based on achieving the best accuracy, thanks to the most accurate
algorithm that can decode the biggest code distance graph while
running within the maximum latency.

4 Related work
The two most used quantum error correction codes are the surface
code [11] and low-density parity-check codes [6]. Surface code
based decoders use a variety of algorithms, including minimum
weight perfect matching (MWPM) implemented as Blossom Algo-
rithm [14], union find (UF) [8], belief propagation (BP) [19], and
neural networks [15].

Themost commonly used for hardware implementation isMWPM [3,
7, 23], with the current state of the art being the work Promatch [3].
They are able to decode surface codes of code distance up to 𝑑 = 13
while still being under the 1 µs threshold, and fitting the hardware
decoder in a single FPGA.While they are able to achieve the wanted
latency, the accuracy of the MWPM approach is still worse than
the one obtainable from a neural-network approach.

Another main line of works is on the UF decoding, which sacri-
fices even more accuracy, as the UF algorithm is even less accurate
compared to MWPM, to have a simpler algorithm and therefore
faster to execute. The state-of-the-art work implementing the UF

decoder on FPGA is [16]; they are able to decode surface codes up
to 𝑑 = 51 while still achieving the real-time maximum latency.

5 Research approach
To achieve the optimal decoder, it is necessary to explore the broad
design space of the quantum error correction code, the decoder
algorithm, and the decoder implementation.

5.1 Quantum error correction code
An initial exploration was done of the possible error correction
codes for a quantum circuit:

• Repetition codes [20]: the simplest one, but it can only correct
for one type of error (bit or phase), so is not a proper QEC
code

• Surface code [1, 9]: most commonly used, they have a better
scaling, but require a large qubit overhead

• Low-density parity check code [6]: has a lower overhead, so
it allows a better ratio of logical qubits to physical qubits,
but requires even more complex algorithms to be decoded,
therefore the latency increases

In our first work, the chosen quantum error correction code is
the surface code, as it presents a good trade-off between accuracy,
scalability, and complexity of the decoder.

5.2 Decoding algorithm
Also in the case of the decoding algorithm, there is a broad choice
of possible approaches; the most common are reported here:

• Union find decoder [8]: it is one of the simplest decoding
algorithms, but it also leads to a lower accuracy

• Minimum weight perfect matching [14]: it is the most com-
monly used, has better accuracy than union find, but also
higher complexity

• Belief Propagation [19]: more complex than MWPM, it has
seen more use for the LDPC codes as the MWPM cannot
decode quantum error correction codes as complex

• Neural-network-based decoders [5, 15, 21, 22]: depending
on the implementation, can be more or less complex, and
with more or less accuracy

We decided to pick the last type of decoder, starting from the GNN
implemented in [15], which can decode the surface code up to at
least distance 7 with better accuracy compared to heuristic algo-
rithms such as MWPM and UF [15], while still keeping the com-
plexity limited. The comparison in terms of latency and accuracy
between the software implementation of the GNN and a software
implementation of MWPM [13] is shown in Fig. 1 and in Fig. 2.

5.3 GNN hardware implementation
The software implementation of the GNN has a latency in the
order of hundreds of 𝜇𝑠 , therefore it is orders of magnitudes slower
than the wanted threshold. A first hardware implementation has
been done through the framework GNNBuilder [2], which can
map a GNN composed of multiple type of layers to an FPGA. This
first implementation shows good results, but it is still an order of
magnitude slower compared to the threshold latency, therefore
a custom design is required to achieve the 1 µs. The single-layer
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Figure 1: Comparison of the inference time between the soft-
ware implementation of MWPM [13] and the software im-
plementation of the GNN [15]

Figure 2: Comparison of the logical failure rate of the soft-
ware implementation of MWPM [13] and the software im-
plementation of the GNN [15]

execution has a latency of the order of 50 µs, as shown in Fig. 3,
therefore we plan to find the best trade-off between hardware re-use
and overall latency to achieve the wanted threshold latency.

6 Evaluation plan
The custom hardware implementation of the GNNwill be evaluated
with the same metrics as those used for the preliminary studies on
the decoding algorithm and the GNNBuilder FPGA implementa-
tion. Its accuracy will be compared to the GNN software version
and the MWPM software version, to validate that the achieved
hardware is better in terms of accuracy compared to the state-of-
art implementations. Then the latency decrease will be evaluated
compared to the wanted threshold of 1 µs, to the software implemen-
tation of the GNN and to a hardware implementation of the GNN

Figure 3: Comparison of the inference time of the software
implementation of the GNN in blue [15] and the hardware
implementation generated by GNNBuilder [2]

done with a GNN hardware-implementation generation framework,
GNNBuilder [2]. This will eventually validate if the ad-hoc imple-
mentation can achieve better results than the state-of-art GNN
hardware generation tool, and if a GNN decoder is the right path
to achieving the most accurate real-time error correction

7 Conclusions and reflections
Quantum computer research is rapidly developing, with an evolving
focus on achieving fault-tolerant quantum computers. Quantum
error correction is one of the big challenges that needs to be solved
before this is possible, and multiple different approaches are being
researched to achieve this. While a lot of different quantum error
correction codes are being evaluated, surface codes are still the
most promising to be run in real-time. GNN decoders are promising
approaches to achieve a better accuracy, which leads to a lower
logical error rate and therefore requires a smaller number of physi-
cal qubits to achieve the same overall logical error rate, allowing
for better scalability. The first step of my work was to implement
the GNN with the GNNBuilder framework, which can fit the GNN
in a single FPGA but it is not able to execute it within the wanted
maximum latency. Therefore an ad-hoc hardware implementation
is required to achieve the wanted performances, and will lead to
a more accurate quantum error correction system. Future work
will be based on these results, and if this approach is confirmed
as promising as expected, GNN will continue to be the most fit
decoders for the surface code. If this is not the case, a further explo-
ration of error correction codes and decoders will be necessary to
find the best set-up which will allow a scalable, accurate, quantum
error correction device.
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