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Abstract
Single-Source Shortest Path (SSSP) is a fundamental graph problem

that arises in various applications and complex problems. State-of-

the-art solutions to the parallel SSSP problem create parallelism

through priority coarsening, which results in redundant work and

reduces the efficiency of the solution. Our research investigates a

novel solution for SSSP that addresses the parallelism-redundant

work problem using on-demand priority relaxation. Our prelim-

inary results show that our implementation has competitive or

better performance than state-of-the-art implementations of SSSP,

including GAP, GBBS, and the MultiQueue, on 13 diverse graphs,

with speedups up to 2.94× higher than the state of the art.

CCS Concepts
• Theory of computation → Shared memory algorithms;
Shortest paths; Concurrent algorithms.
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1 Problem Statement
Single-Source Shortest Path (SSSP) is an important problem that

arises in various domains, including routing [17], network anal-

ysis [16, 31], and calculating the betweenness centrality of a net-

work [6]. Given a weighted graph 𝐺 = (𝑉 , 𝐸,𝑤) with a set of

vertices 𝑉 , a set of edges 𝐸 = {(𝑢, 𝑣) | (𝑢, 𝑣) ∈ 𝑉 2 ∧ 𝑢 ≠ 𝑣}, an
edge weight function𝑤 : 𝐸 → R≥0, and a source vertex 𝑠 ∈ 𝑉 , the

Single-Source Shortest Path problem is the problem of finding the

shortest path from 𝑠 to every other vertex in the graph.

SSSP is usually solved using either Δ-stepping [20] or parallel

Dijkstra’s algorithm [13]. The main challenge in parallel SSSP is the

trade-off between parallelism and redundant work. The sequential

Dijkstra’s algorithm completes with minimal work due to exploring

paths based on priority order. However, the priority queue does not

expose enough parallelism to be efficiently parallelized. Creating

parallelism requires an alteration of the priority order, which we

define as priority drifting. This leads to less efficient exploration

and results in redundant work, such as traversing suboptimal paths.

Δ-stepping overcomes the lack of parallelism through Δ-coarsening:
the distance of each vertex is coarsened by a factor Δ, and vertices

with the same coarsened distance are processed in parallel [20]. Re-

cently, relaxed priority queues – that allow elements to be extracted

in a relaxed order – have been proposed to improve parallelism of

the traditional Dijkstra’s algorithm [1, 23, 24, 29].

We conjecture that the priority drifting introduced by both solu-

tion approaches is indiscriminate and hence sub-optimal, as they

may introduce priority drifting at times when it is not helpful, and

may fail to introduce priority drifting when it is necessary. We
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Figure 1: The execution breakdown of synchronous Δ-
stepping on the real graph datasets of our experimental eval-
uation using the GAP [3].

claim it is necessary to identify events during the execution of SSSP

algorithms that are good occasions for introducing priority drifting,

and that this will lead to a more balanced and justified priority

drifting, hence the execution of less redundant work and increased

efficiency.

2 Related Work
Dijkstra’s algorithm [13] has the best-known bound of 𝑂 ( |𝐸 | +
|𝑉 | log |𝑉 |) time complexity using a priority queue [7, 25], greedily

processing the closest vertices to the source in the frontier of unset-

tled vertices. Since distances are stored in a priority queue, we often

refer to the distance as priority. Note that the highest priority vertex

has the smallest distance from the source. As is, Dijkstra’s algorithm

does not expose enough parallelism to be efficiently parallelized be-

cause, in order to respect priorities, we would only find parallelism

of degree 𝑘 if there are 𝑘 vertices with the same, highest priority

in the queue. It is rare that 𝑘 would be high. Relaxed concurrent

priority queues solve this problem by sacrificing work efficiency. By

relaxing priorities, relaxed priority queues allow threads to retrieve

one of the 𝑘 closest vertices to the sources [1, 23, 24, 29].

The other common approach to parallel SSSP is Δ-stepping [20].
It maintains the frontier of active vertices in a set of buckets. Bucket

𝑖 stores vertices𝑢 such that the distance of𝑢 from the source,𝑑 (𝑢) ∈
[𝑖 ·Δ, (𝑖 +1) ·Δ), where Δ is a graph-dependent constant. Therefore,

vertex 𝑣 with distance 𝑑 (𝑣) will be stored in bucket 𝑖′ = ⌊𝑑 (𝑣)/Δ⌋.
The buckets are then processed in parallel, processing each of the

vertices in them. The Δ-coarsening of priorities creates priority
drifting: mapping vertices with different distances into the same

bucket leads to processing that is out of the work-efficient order
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of Dijkstra’s algorithm. This additional processing is considered

redundant work and reduces work efficiency. The larger the Δ, the
lower the work efficiency. However, the loss of work efficiency is

counterbalanced by the creation of more parallelism. As a result,

the choice of the Δ parameter is crucial to balance the trade-off

between efficiency and parallelism.

State-of-the-art parallel Δ-stepping implementations often emu-

late the sequential behavior of the original algorithm, i.e. the parallel

computation is organized in bulk-synchronous steps [26], during

which buckets are processed in parallel. Once a bucket has been

processed, threads synchronize through a barrier and coordinate to

prepare the bucket for the next step. In more detail:

• The GAP Benchmarking Suite [3] implements Δ-stepping us-

ing thread-local buckets. At each step, a shared frontier array

is populated and then processed in parallel. GAP implements

the bucket fusion optimization [33], in which each thread pro-

cesses the local content of the current bucket after processing

the frontier. This allows for a reduction in the number of steps

and, therefore, the synchronization costs.

• Julienne [11] implements a centralized, parallel bucketing struc-

ture. It provides an efficient parallel interface to retrieve all ver-

tices mapped to a bucket and to apply updates and resize the

buckets in parallel.

Other synchronous approaches that wewill consider areΔ∗
-stepping

and 𝜌-stepping [14], which process vertices with a distance up to a

certain threshold in parallel at each step. The Lazy-Batched Priority

Queue is introduced to support this framework and is implemented

as a parallel hash-bag to extract and update vertices [27]. One

drawback of synchronous implementations is the cost of thread

synchronization, as a barrier must be issued at the end of each

step. This can be problematic in large-diameter graphs, such as

road networks, due to the large number of steps required while few

vertices are processed per step. Moreover, skewed-degree graphs

can also incur large synchronization costs, as due to workload im-

balance issues, threads processing high-degree vertices take longer

to complete and can hold back other threads from progressing. We

show this for the graphs used in our experimental evaluation in

Figure 1.

Asynchronous designs for bothDijkstra’s algorithm andΔ-stepping
have been proposed in the literature. The parallel Dijkstra’s algo-

rithm implementations use a relaxed priority queue, and threads

can independently retrieve vertices from the priority queue. The

asynchronous Δ-stepping implementations use different underly-

ing data structures, with lower sequential overheads since priorities

are coarsened.

• The MultiQueue [24] is a relaxed priority queue used to im-

plement a parallel version of Dijkstra’s algorithm. It uses a to-

tal number of 𝑐𝑝 lock-protected priority queues, where 𝑐 is a

tuning parameter and 𝑝 is the number of threads. Vertices are

extracted by randomly selecting two queues and extracting the

higher-priority vertex, while generated vertices are pushed to a

randomly chosen queue. The rank error of the relaxed priority

queue is 𝑂 (𝑝 log 𝑝) w.h.p.
In the future, we will consider Galois’ [21, 22] implementation

of SSSP, the Multi Bucket Queue [32], and the Stealing Multi-

Queue [23]. In the case of a priority queue-based implementation,
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Figure 2: The execution breakdown in MultiQueue (MQ) op-
erations (Push+Pop) and algorithm execution (Edge Relax-
ations) of asynchronous parallel Dijkstra’s algorithm on the
real graph datasets of our experimental evaluation using the
MultiQueue [24, 28].

the execution time of an algorithm is mainly split between computa-

tion and queue operations (Figure 2). The queue operations include

not only the synchronization costs, but also the sequential costs of

managing the priority queue. In the case of the MultiQueue, each

priority queue is a 𝑑-ary heap, with non-constant insertion and

deletion costs. The chart shows that, for most graphs, the time spent

accessing concurrent shared data structures is between 20-30% of

the execution time.

3 Proposed Approach
We propose a novel algorithm, Wasp, that introduces priority drift-

ing only when high-priority work is not available. This strategy

allows Wasp to increase thread occupancy when parallelism is low,

e.g., on large-diameter graphs, keeping threads busy instead of idle.

On the other hand, when parallelism is available, e.g., on small-

diameter graphs, Wasp follows the priority order, minimizing the

generated redundant work.

Wasp organizes vertices in buckets based on their distance from

the source, similar to Δ-stepping. However, Wasp operates asyn-

chronously, allowing threads to progress independently without

waiting for others to complete a priority level. Each thread works

with a distributed bucket structure consisting of:

• Thread-local buckets for each coarsened priority level.

• A special work-stealing enabled "current bucket" that holds

vertices at the current priority level.

This design eliminates synchronization overhead with constant-

time insertion and deletion operations, while enabling workload

balancing through work stealing. In contrast, the MultiQueue, for

example, has non-constant sequential insertion and deletion opera-

tions, due to the underlying heap structure.

During execution, each thread extracts vertices from its current

bucket and processes them if they aren’t stale (meaning no bet-

ter path has been found concurrently). When processing edges,

destination vertices are updated using atomic Compare-and-Swap



Toward Efficient Asynchronous Shortest Path

Table 1: Graph datasets used in the experimental evaluation.
|𝑉 | is the number of vertices, |𝐸 | is the number of edges.

Graph |𝑉 | |𝐸 | Graph Type

Friendster [30] 68.3 M 2.58 B Social Network

Kmer-v1r 214. M 465.4 M Biological Network

Kron [19] 134.2 M 4.22 B Synthetic Graph

Mawi 226.2 M 480 M Network Traffic

Moliere 30.2 M 6.67 B Semantic Network

Orkut [30] 3.1 M 234.4 M Social Network

Road-EU [2] 54.1 M 108.1 M Road Network

Road-USA [10] 23.9 M 57.7 M Road Network

sk-2005 50.6 M 1.93 B Web Crawl

Twitter [18] 61.6 M 1.46 B Social Network

uk-2007 [2] 104.3 M 6.6 B Web Crawl

uk-union-06 131.8 M 7.11 B Web Crawl

Urand [15] 134.2 M 4.29 B Synthetic Graph

operations. Updated vertices are then pushed either to the current

bucket or thread-local buckets based on their priority level. When

the current bucket of a thread becomes empty, the thread attempts

to steal high-priority vertices from other threads before processing

its own lower-priority vertices; this allows the algorithm to al-

ways prioritize high-priority work. This is a fundamental difference

from traditional work-stealing protocols [4, 5] as the priority-based

mechanism enables more efficient scheduling choices. Importantly,

stolen vertices are processed immediately and cannot be stolen

again. Without synchronization barriers, threads can advance in-

dependently, i.e. when one thread exhausts its current bucket, it

can steal work while others continue processing. After handling

stolen vertices, threads process any newly discovered vertices in

their current bucket. If none exist, they find the next priority level

to work on from their thread-local buckets. This asynchronous

approach enables greater parallelism than synchronous schedulers,

where threads might idle waiting for others before advancing to the

next bucket. Wasp achieves this while still prioritizing high-priority

work through its efficient work-stealing mechanism.

4 Preliminary Results
Wasp is evaluated on two machines: Epyc and Xeon. Epyc is a

128-core AMD EPYC 7713 processor, while Xeon is a 64-core Intel

Sapphire Rapids Xeon Gold 6438Y+ processor with hyper-threading.

In our preliminary results, we compare Wasp against three state-

of-the-art implementations: the GAP benchmarking suite [3], the

GBBS graph framework [12], that uses the Julienne bucketing ap-

proach described in Section 2, and parallel Dijkstra’s algorithm

using thr MultiQueue [24].

The evaluation is carried out on 13 graphs, 11 of which are real-

world graphs. The graphs, their number of vertices and edges, and

their type are listed in Table 1. We use different types of graphs:

road and biological graphs are characterized by large diameters and

vertices with low degrees; Urand is an Erdős–Rényi random graph

with uniform degree distribution, while the others have a skewed

degree distribution and a small diameter.

Table 2: Execution time in seconds of SSSP. The fastest execu-
tion time for each graph is highlighted in bold. The last row
shows the aggregated speedup of Wasp over the baselines.

Epyc Xeon

Graph Wasp GAP GBBS MQ Wasp GAP GBBS MQ

Friendster 1.52 1.75 3.28 3.63 1.07 1.17 1.82 2.56

Kmer-v1r 1.15 1.33 3.71 2.03 0.96 0.97 2.35 1.92

Kron 2.80 3.00 4.16 3.88 1.75 1.66 2.22 3.46

Mawi 0.77 2.80 0.55 31.93 1.95 3.46 0.94 77.78

Moliere 2.15 2.43 4.56 7.59 1.41 1.62 2.08 2.91

Orkut 0.10 0.13 0.16 0.21 0.07 0.10 0.11 0.18

Road-EU 0.15 0.23 1.18 0.39 0.13 0.15 0.83 0.42

Road-USA 0.13 0.24 6.05 0.21 0.15 0.21 3.98 0.22

sk-2005 0.51 0.63 1.26 1.28 0.56 0.61 0.96 1.18

Twitter 0.97 1.83 1.88 1.66 0.78 1.38 1.36 1.37

uk-2007 0.57 0.94 1.38 2.30 0.43 0.70 0.92 2.04

uk-union-06 1.63 2.47 2.90 6.42 1.74 2.48 2.63 5.90

Urand 5.59 6.06 9.05 12.12 3.59 3.54 5.40 8.67

gmean 1.45× 2.62× 2.91× 1.27× 2.1× 2.98×

Tuning the Δ parameter in Δ-stepping appropriately is critical

for good performance [8]. In the case of Wasp, selecting Δ = 1

for skewed-degree graphs is a safe estimate resulting in reliably

good performance, with at most a 20% performance loss compared

to the optimal Δ. This is a direct result of Wasp’s design, as it

creates parallelism and priority drifting through Δ-coarsening and

selectively executing low-priority tasks.

Table 2 shows the execution time and aggregate speedup using

geometric mean (gmean) of Wasp and the baseline we compare

against on both machines. Wasp is slower only in four out of 26

cases. Wasp performs better than GBBS in most cases. Wasp ob-

tains better speedups on large-diameter graphs. Due to the bulk-

synchronous nature of GBBS, many barriers are performed because

of the large diameter, while only a few relaxations happen at each

round due to the low degree of vertices. Conversely, GBBS is more

competitive on scale-free graphs such as Kron. Wasp has a 1.41×
and a 2× slowdown, respectively, on Epyc and Xeon compared

to GBBS on the Mawi graph. This is due to the graph’s structure,

which presents a high-degree vertex connected to 93% of the ver-

tices and is better handled with the synchronous structure of GBBS.

To achieve better performance on this graph, we prevent adding

degree-1 leaf vertices to the scheduler to avoid useless work. We

use this optimization on all graphs.

Wasp consistently outperforms MQ for all graphs. Speedups

range from 1.38× to 4× on Epyc and from 1.52× to 4.7× on Xeon.

Compared to GAP, higher performance improvement is due to the

reduction of thread idleness. Wasp’s speedup over GAP reaches

3.6× for Mawi and 1.9× for Twitter on Epyc, and 1.7× for Mawi and

Twitter on Xeon. Wasp is competitive with GAP on graphs like

Friendster and Kmer-v1 and on par with GAP on synthetic graphs.

For Kron and Uran on Xeon, Wasp is slightly behind.

5 Conclusion and Future Work
Wasp is a promising novel algorithm for solving SSSP in parallel.

It employs an asynchronous design with distributed buckets, en-

abling load balancing and priority drifting under low parallelism.

Experiments on 13 graph datasets show Wasp outperforms GAP by
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1.36×, GBBS by 2.34×, and MQ by 2.94× using their best Δ values.

We used Wasp in the Fastcode Programming Challenge, as part of

a scheduler for solving SSSP on real-world graphs [9], achieving

first place in the SSSP track.

In the future, we aim to further improve our algorithmwith other

optimizations, in particular for NUMA-awareness and for increasing

the workload-balancing on skewed-degree graphs. Moreover, we

would like to address the Δ-tuning problem, a challenge that is still

unsolved – although our algorithm provides good performance with

a small Δ for skewed-degree graphs – proposing a data structure

that automatically balances the parallelism-redundant work trade-

off, without requiring manual tuning of parameters.
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